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PDSE History

• PDSE's (Partitioned Data Sets Extended) were first introduced in 1989 (DFP 
3.2) to replace PDS (Partitioned Data Sets). 

• Result of a mid-80’s SHARE white paper describing PDS pain points, such as:   

• No reuse of space…requiring need for compress

• Non-expandable directory size 

• Limited to 65,535 tracks

• Limited to 16 extents

• No ability to stop directory from being overwritten 

• PDSE original function included: 

• **Disk space reclaimed without compressing**

• Effectively unlimited directory space

• Unlimited number of tracks

• Up to 123 extents

• Improved member integrity

• PDSE's had to be SMS managed



PDSE History cont.

• After the introduction, additional functional enhancements were 
added:

• Extended sharing  (DFSMS 1.1)

• Storing executable code in PDSE's (DFSMS 1.1)

• Non-SMS managed PDSE's (DFSMS 1.4)



Quality Activities – Historical Issues of 
the mid-90’s
• Issues 

• Outages due to excessive use of Extended Common Storage Area (ECSA)

• System hangs due to failure and cancel situations 

• No tools to display/diagnose problem situations

• Solutions

• PDSE Address Space (SMSPDSE) 
• SPE delivered in 2002 On OS/390 R10 thru z/OS V1R5
• Over 98% of PDSE structures moved from Common into address space

• Improved Diagnosis tooling
• PDSE Monitor tool 
• Analysis commands
• Freelatch command

• Enhanced internal test 
• Developed internal test tool, Valkyrie
• Rebuilt and fortified PDSE test workloads
• Including, addition of robust cancel scenarios 

• Result

• Eliminated outages due to excessive ECSA usage (increased scalability)

• Reduced IPLs due to system hangs

• Provided storage administrators tools for monitoring and diagnosing 

• Increased scalability



Quality Activities continued

• Continued focus on high availability and outage eliminations

• Solution  

• PDSE Restarable Address Space (z/OS V1R6)
• Non-disruptive, transparent restart 

• New address space (SMSPDSE1) 

• Enable via Parmlib member IGDSMSxx
• PDSESHARING(EXTENDED) and PDSE_RESTARTABLE_AS(YES)

• Restart 
• Vary SMS,PDSE1,Restart

• Result

• Further reduced outages and need to re-IPL



Enhancements: z/OS V1R8

• 64-bit Virtual Storage

• Directory buffers and control blocks for member connections moved 

to 64-bit virtual, allowing for greater number of concurrently opened 

members as well as scalability for caching directory buffers.   

• Some tuning may be done using IGDSMSxx in PARMLIB, or 

issuing a SETSMS command specifying 64-bit virtual storage 

to manage how long the unreferenced directory pages stays 

in the directory cache.



64-bit virtual cont. 

� IGDSMSxx to change PDSE 64-bit virtual storage 

size used to cache PDSE directory buffers.

� PDSE_DIRECTORY_STORAGE (nnn | 2G)

� PDSE1_DIRECTORY_STORAGE(nnn | 2G)

� Operator command to change virtual size used to 

cache PDSE directory buffers.

� SETSMS PDSE1_DIRECTORY_STORAGE(nnn)



Enhancements: z/OS V1R8

• Buffer Beyond Close

• Provides an option to retain buffers (directory and member data) 
after the last close of a PDSE dataset. 

• Improves performance for PDSEs that are opened/closed 

repeatedly. 



Buffer Beyond Close: Usage

• To enable buffer beyond close, modifications must be made to 

IGDSMSxx in PARMLIB or issuing a SETSMS command 

specifying buffer beyond close.

� IGDSMSxx to invoke PDSE buffer beyond close
� PDSE_BUFFER_BEYOND_CLOSE(YES | NO)

� PDSE1_BUFFER_BEYOND_CLOSE(YES | NO)

� Operator command to change the buffer beyond close option

� SETSMS PDSE1_BUFFER_BEYOND_CLOSE(YES | NO)



�Retaining PDSE buffers longer could raise a virtual storage  

concern.  

� PDSE Cache Least Recently Used (LRU) Tuning Knobs.

� SMSPDSE Address Space

� PDSE_LRUTIME

� PDSE_LRUCYCLES 

� SMSPDSE1 Address Space

� PDSE1_LRUTIME

� PDSE1_LRUCYCLES

�Recommend taking defaults (LRUTIME=60, LRUCYCLES=15) 

Buffer Beyond Close: Performance



� Once buffer beyond close has been invoked either 

through PARMLIB or operator command, issue D 

SMS,OPTIONS command to ensure the line item is in 

effect.

� Refer to the SMF cache statistics:

� SMF Type 14/15 with extended information segment 

type 6

� SMF Type 42 subtype 1 

Buffer Beyond Close: Validation



Enhancements: z/OS V1R8 cont

• Monitor/Analysis Command Improvements

• On Monitor, new DISPLAY and DUMPNEXT options 
• DISPLAY turns monitor on and causes any error messages displayed on 
console

• DUMPNEXT turns monitor on and causes dump to be taken on next error

• Analysis enhanced to provide option to take a dump if any problem 
found  

• Error Redrive

• On an ABEND0F4 due to invalid directory cache, enhance PDSE error 
recovery to percolate back to the entry of PDSE, purge the cache, and 
redrive the PDSE request….thus eliminating the 0F4.

• PDSE LINKLIST Disconnect

• By removing existing member connections, enables a PDSE library to be 
deleted after it has been removed from the LNKLST



Enhancements: z/OS V1R9

• Data Set Level Caching Statistics

• Provided data set caching statistics in SMF Type 14 and 15 

records
• A new optional section called PDSE Data Set Caching Statistics 

(type6) added



PDSE Cache Statistics in SMF 14/15

Section type code.                             

Type Meaning When Set                          

1 Compressed format data set section       

2 SMS class information section             

3 Step Information section                  

4 ISO/ANSI Version 4 CCSID (coded 

character  set ID) information section              

5 Additional data set characteristics section                     

6 PDSE data set caching statistics

7 Key label data for tape encryption.

1SMF14ST

Y

33

Reservedbinary122

Size of this extended information section      

(size of variable length fields including this 

4 byte section descriptor word).               

binary2SMF14ES

L

00

DescriptionFormatLengthNameOffsets

Extended Information Section Descriptor Word



PDSE Cache Statistics in SMF 14/15

Member Cache Eligible but cache fullbinary4SMF14MCF2032

Member Cache Eligible but not cachedbinary4SMF14MNC1C28

Member Cache Stolenbinary4SMF14MST1824

Member Cache Eligiblebinary4SMF14MCE1420

Member read hit countbinary4SMF14MRDH1016

Member read request countbinary4SMF14MRDC12

Directory read hit countbinary4SMF14DRDH88

Directory read request countbinary4SMF14DRD44

DescriptionFormatLengthNameOffsets

PDSE Data Set Caching Statistics (type6)

This section describes the caching statistics for a PDSE data set.



Enhancements: z/OS V1R9 cont.

• Reclaim Physical Space in PDSE

• Release space previous used rather than release to the 

highest used (formatted) track



Enhancements: z/OS V1R10

• PDSE DISPLAY SMS Enhancement

• Enhanced DISPLAY SMS command with new options to 

display point-in-time PSDE cache information in real time and 

overall effectiveness of PDSE caching

• Such as use of member caching in hyperspace, including the size 

of the hyperspace, current LRUTIME value, current LRUCYCLE 

value, datasets eligible for caching, and datasets which are in 

cache. 

• Caching statistics will be displayed at the data set level

• Allows the user to determine what, if any, changes are 

required to the original cache settings in order to improve 

system performance



Enhancements: z/OS V1R12

• EAV Support

• PDSE as EAS eligible 

• Identifying corrupted PDSE’s in LNKLIST

• Validates PDSEs in LNKLST using internal validation tooling   

• A new message (IGW037I) identifying any corrupted PDSE data 

sets that are found in the LNKLST at IPL time. The message 

identifies the PDSE before a possible wait state begins, allowing 

time to restore the data set and re-IPL the system.

• First phase of PDSE fairness 

• Internal support to enhance locking



Enhancements: z/OS V1R13

• IEBPDSE Utility

• New PDSE commands

• PDSE Fairness/Sharing Policy



Enhancements: z/OS V1R13 IEBPDSE

• IEBPDSE Utility

• PDSE Validation tool designed to verify the structure of the PDSE 

directory.

• First phase of the validation tool was integrated into z/OS 1.12 to identify 

corrupt PDSE’s in LNKLST and at NIP time.

• Invoked via JCL: EXEC PGM=IEBPDSE

• Optional PARM keyword: PARM [DUMP|NODUMP]

• DUMP option indicates that the PDSE validation utility is to issue an

ABEND in the PDSE address space when an error has been found in 

the analysis of the PDSE.



Enhancements: z/OS V1R13 IEBPDSE cont.

• IEBPDSE Utility Return Codes

• 00 (X'00') Successful completion

• 04 (X'04') Slightly damaged PDSE
• This return code describes data sets that can be opened normally but have some 

form of corruption. Currently, the only instance of a “slightly” damaged PDSE is 

when the free space list marks free pages as used, wasting space that could 

normally be reclaimed. This does not prevent the user from opening the PDSE but 

the user should copy the PDSE to a new data set.

• 08 (X'08') Corrupted PDSE

• 12 (X'0C') PDSE could not be opened

• 16 (X'10') Input data set not a PDSE 



Enhancements: z/OS V1R13 IEBPDSE cont.

• JCL Examples 

//STEPCHK EXEC PGM=IEBPDSE 

//SYSPRINT DD SYSOUT=A 

//SYSLIB DD DSN=IBMUSER.SIMPLE.V2.PDSE,DISP=OLD

//STEPCHK2 EXEC PGM=IEBPDSE 

//SYSLIB DD DSN=IBMUSER.SIMPLE.V2.PDSE,DISP=OLD 

//  DD DSN=IBMUSER.SIMPLE.V3.PDSE,DISP=OLD 

//  DD DSN=SYS1.TCPIP.SEZALOAD,DISP=SHR 

//STEPLINK EXEC PGM=IEBPDSE,PARM=’DUMP’

//SYSLIB DD DSN=SYS1.TCPIP.SEZALOAD,DISP=SHR



Enhancements: z/OS V1R13 Commands

• Requirement 

• Customers have expressed the need to discard cached directory 

pages in order to recovery from possible incorrect pages in the 

directory cache.

• Solution

• Provide a command to discard all buffered data for a PDSE

• V SMS,PDSE(1),REFRESH 

• Messages

• IGW052I - REFRESH is successful

• IGW053I - REFRESH is unsuccessful



Enhancements: z/OS V1R13 Commands

• Requirement 

• Customers have expressed the need to determine the users of any 

given PDSE, and determine which users are blocking data set access.

• Solution

• Provide a command to display the connections for a PDSE. Used to

help determine scope of a problem with a particular PDSE. Allows

Level 2 and customer to decide whether to cancel jobs or restart

PDSE address space. 

• Display 

SMS,PDSE(1),CONNECTIONS,DSNAME(dsn),VOLSER(volume)

• Message

• IGW051I PDSE CONNECTIONS REPORT



Enhancements: z/OS V1R13 Fairness

• PDSE Fairness Policy

• PDSE processing is enhanced to reduce delays that can occur 

when multiple systems are concurrently accessing a PDSE while 

it is being updated. 

• The PDSE locking structure is changed to prevent one system from

dominating access to a PDSE that is being accessed across 

systems. 

• This project is also designed to simplify the code associated the 

global PDSE lock structure. 

• Only impact PDSE’s used under extended sharing rules. If a 

PDSE is being used with normal sharing rules, Fairness Policy 

changes will have no effect.



Enhancements: z/OS V1R13 Fairness cont.

• Problem

� Today, a writer to a PDSE can be blocked by high read activity 

against the PDSE on other systems.

• Solution

� Fairness is designed to improve the efficiency of sharing a PDSE

when it is being shared across systems and updated repeatedly. 

Algorithm for PDSE locking is changed to request ENQs

unconditionally instead of conditionally. 

• Benefit 

� Performance of PDSE is more consistent  

� There may be less GRS activity associated with PDSE processing



Quality Trends



PDSE High Impact Problems

• Results of PDSE 

improvements

• Significant reduction 

(>80%) in HIPER APARS

• Nearly eliminated Multi-

System Outage PMRs

• In addition, 

• Field APAR rate has been 

reduced by nearly 60% since 

2004

• PMR rate has been reduced 

by nearly two-thirds since 

2004
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